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Our demo environment
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● Postgres cluster (3 nodes)
○ Postgres 17.2
○ Running on GKE

● Deployed using Percona Everest
○ Percona open source platform 

automate database:
■ Provisioning
■ Management

○ Get involved : 
github.com/percona/everest
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🎵Got to get them disambiguated🎵
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Deployment Cluster
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From the database terminal
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From the Kubernetes terminal
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Connecting

Kubernetes services provide a 
stable address to connect to

KubeProxy configures kernel 
networking

Types build on each other:
ClusterIP - Address in cluster’s 
internal address space
NodePort - Port exposed on 
each node in the cluster
LoadBalancer - Network load 
balancer across NodePorts

Gateway and Ingress build on 
ClusterIP in a different direction, 
not currently used for Postgres 
on K8s
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From the Kubernetes terminal
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From the database terminal
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Querying
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Data is stored on Persistent 
Volumes

The database backend gets 
access to the volume through a 
Claim (PVC)

Persistent Volumes are not 
usually created manually, but 
by making a claim

Container Storage Interface 
(CSI) provides the link between 
Kubernetes operations and the 
storage infrastructure

Vegas

Miami

New York

AWS

Azure

VMware

…
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From the database terminal
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From the Kubernetes terminal
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From the Kubernetes terminal
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A digression 
concerning 

pods
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Peas in a …
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A pod is a group of containers 
managed together

Most pods have only one 
container

Resource constraints are 
applied across everything in the 
pod

Each container has a mount 
namespace with its image and 
the pod volumes

Process namespaces may be 
shared
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From the Kubernetes terminal
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Oops, now what?
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Resilience through automated 
recovery

Containers within a pod 
restarted

Pods recreated

Pods in a StatefulSet recreated 
with same address and 
persistent storage

StatefulSet has no information 
about pod’s role in database
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Deploying, scaling, …
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● Operators add functions on top of composing a database service from core 
Kubernetes features
○ Describe the database service in DB terms, not infra terms
○ Application/DB specific monitoring and reconciliation in a control loop

● Interface to this extensibility through Custom Resources and Custom 
Resource Definitions (CRDs) 
○ Custom Resources also exposed for backups

● Clearest benefits of Kubernetes and Operators come from automated and 
repeatable operational tasks
○ Scaling
○ Rolling upgrades

● Operators may take control of recreating pods, replacing StatefulSet 
functionality
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Your logs on Kubernetes
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● Logs written to stdout / stderr
● Stored on each node
● No built-in cluster-wide aggregation
● Viewed through Kubernetes command line tooling
● Plugins to help with formatting, highlighting, …
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From the database terminal
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From the Kubernetes terminal
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In summary
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● A database on Kubernetes 
package consists of
○ Container images for the 

database engine and supporting 
software

○ An Operator which automates 
operations

● Cluster controller and Operator 
drive actions to reach target 
config
○ At initial deployment and in case 

of component failure
○ Desired state described in a 

Custom Resource Definition 
(CRD)
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In further summary
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● Database processes run in pods
○ of containers which are 

managed together
● Data is stored on Persistent 

Volumes
○ Mounted into each pod by a 

Claim on the Persistent Volume 
(PVC)

● In case of failure
○ Containers are restarted
○ Pods are recreated

● Logs are collected on each 
Kubernetes node
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Questions?
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How did I do?



©2025 Percona 

Thank you!
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